
    ISSN (Online) 2394-2320 

International Journal of Engineering Research in Computer Science and Engineering  

(IJERCSE) 

Vol 12, Issue 03, March 2025 

 

 

83 

Image-Based Prediction of Canine Skin Diseases Using Deep 

Learning 
[1] Kaushikaa Maria A, [2] Lakshaswarri R, [3] Monika E, [4] Dr. R. Dharaniya 

[1] [2] [3] [4] Department of Computer Science and Engineering, Engineering Easwari Engineering College, Ramapuram, 

Chennai-600083, Tamil Nadu, India 

Corresponding Author Email: [1] kaushimaria2003@gmail.com, [2] lakshaswarrir@gmail.com,  
[3] monikaejms04@gmail.com, [4] dharaniya.r@eec.srmrmp.edu.in 

 

Abstract— Skin diseases are one of the most prevalent health concerns in canines, with an overall dermatological disorder 

prevalence of 33.4%. Early and accurate detection is crucial for effective treatment and management. This study proposes a 

Convolutional Neural Network (CNN)-based deep learning model to classify and predict a diverse range of skin diseases in dogs 

using image-based analysis. Unlike existing approaches that primarily focus on bacterial infections, fungal i nfections, and 

hypersensitivity-related allergies, our model expands its scope to include viral infections, tumors, and abnormal skin growths, 
offering a comprehensive diagnostic tool. The model is trained on a curated dataset with data augmentation techni ques to improve 

generalization and tested using InceptionV3, a state- of-the-art CNN architecture, ensuring high accuracy and robustness. 

The system is deployed as a user-friendly web interface, allowing pet owners and veterinarians to upload images for re al- time 

disease prediction along with confidence scores. By automating the diagnosis of multiple canine skin conditions, this research aims 

to reduce manual veterinary workload, improve early detection rates, and enhance pet healthcare. The findings demonstrate that 

deep learning-based models can significantly improve diagnostic accuracy and accessibility, contributing to better veterinary care 
and disease management practices. 

 

Index Terms— Deep Learning, CNN, InceptionV3, Dog Skin Disease Detection, Veterinary AI, Image Classification. 

 

I. INTRODUCTION 

The skin of a dog serves as a vital organ that plays several 

important roles in maintain ing the overall health and well- 

being of the animal. Not only does it protect the underlying 

tissues and organs from external threats, such as pathogens 

and environmental irritants, but it also helps regulate the 

dog's body temperature and allows them to sense touch and 

pressure. Similar to the skin of other mammals, a dog's skin 

consists of two distinct layers: the outer epidermis and the 

inner dermis. These layers work closelytogether, functioning 

as a unified o rgan that overlays the subcutaneous tissue. The 

epidermis acts as a barrier, while the dermis houses essential 

structures like blood vessels, hair follicles, and sebaceous 

glands, all of which contribute to the skin's overall 

functionality and health. 

In their daily pract ice, veterinarians and pet practitioners 

encounter a diverse range of skin infect ions and diseases that 

demand accurate diagnosis and prompt treatment. The 

complexity and variability of these skin conditions can 

consume a significant amount of time and effort, often 

overwhelming practitioners with the sheer volume of cases 

requiring their attention. Furthermore, pet owners frequently 

lack the expert ise to recognize these skin conditions in their 

pets. This lack of awareness can lead to delays in seeking 

appropriate veterinary care, exacerbating the condition and 

potentially  resulting in severe long-term consequences for the 

animals involved. 

This scenario underscores the critical need for innovative 

solutions that can assist practitioners in d iagnosing and 

treating canine skin diseases more effectively. Trad itional 

diagnostic methods often involve visual inspections, physical 

examinations, and sometimes invasive procedures, which  can 

be time-consuming and resource-intensive. As a result, there 

is an urgent demand for technological advancements that can 

enhance the diagnostic process, enabling practitioners to 

deliver timely and accurate care to their patients. 

Machine learning (ML) is a transformative tool that has 

gained traction in various sectors, including healthcare. It is a 

branch of art ificial intelligence (AI) that involves 

programming computers to mimic human cognitive 

functions, such as learning and  problem-solving. In  the 

context of healthcare, machine learn ing can be applied to 

streamline clinical workflows, manage patient data, and 

facilitate decision-making processes. By  leverag ing 

algorithms that analyze large datasets, healthcare providers 

can identify  patterns and trends that may  not be read ily  

apparent through conventional analysis. This capability 

enables practitioners to make in formed decisions and 

recommend personalized treatment options for their patients. 

The primary object ive of machine learn ing in healthcare is  

to improve patient outcomes and generate valuable medical 

insights that were previously inaccessible. By validating 

doctors’ reasoning and decisions through predictive 

algorithms, machine learn ing adds an additional layer of 

support to clinical practice. 

For example, if a doctor prescribes a specific medication  

for a patient, machine learning can validate this treatment 
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plan by comparing the patient's medical history to that of 

similar patients who have benefited from the same 

intervention. This collaborative approach not only enhances 

the quality of care but also fosters a more personalized  

experience for each patient. 

The ImageNet pro ject is a  notable example of a large 

visual database designed to advance research in visual object 

recognition software. The project has played a pivotal role in  

the development of CNN arch itectures and serves as a 

benchmark for evaluating the performance of various 

models. ImageNet runs an annual software competit ion 

known as the ImageNet Large Scale Visual Recognition 

Challenge (ILSVRC), where software programs compete to 

classify and detect objects and scenes accurately. This 

competition has significantly contributed to advancements in 

deep learning and has stimulated further research in the field.  

Several notable CNN arch itectures have emerged  from this  

research, including LeNet, AlexNet, GoogleNet, and the 

Inception family of models (V2, V3, and V4). These 

architectures have demonstrated impressive capabilities in  

handling complex datasets and achieving high accuracy in 

image classification tasks. Additionally, models such as 

VGG, ResNeXt, Channel Boosted CNN, and EfficientNet  

have further refined the approach to deep learning, 

showcasing the potential for innovative solutions in medical 

diagnostics. 

The intersection of machine learning and veterinary  

medicine p resents an exciting frontier for enhancing canine 

healthcare. By leveraging advanced neural networks and 

deep learning techniques, practitioners can develop systems 

capable of accurately diagnosing a wide range of skin 

diseases in dogs. 

This integration of technology not only promis es to 

improve the accuracy and efficiency of diagnoses but also 

holds the potential to revolutionize the approach to veterinary 

care, ultimately lead ing to better health outcomes for our 

canine companions. Through continued research and 

development, the implementation of machine learning in  

veterinary practices can transform the landscape of canine 

skin disease diagnosis, providing practitioners with the tools 

they need to deliver timely and effective care. 

 
Fig. 1. 

II. LITERATURE SURVEY 

In recent years, researchers have increasingly turned to 

computer vision and deep learn ing to revolutionize canine 

dermatology. The field has witnessed significant 

advancements due to the development of sophisticated 

algorithms capable of ext racting meaningfu l features from 

dog images. By  leverag ing these technologies, researchers 

aim to create robust models for accurate classification and 

recognition of various dermatological d isorders. This 

literature survey presents a series of research studies 

alongside the research gaps encountered over the years. It 

also discusses the materials and data preparation undertaken 

to advance this project. 

The prevalence of dermatological d isorders in dogs has 

become a prominent concern, particularly among the Indian 

canine population. Studies indicate that dermatological 

conditions account for a striking 20% to 70% of cases in 

small veterinary clin ics. The high incidence of these 

conditions demands special attention from veterinary  

professionals, as they directly impact canine health and well- 

being. The study of canine dermatological disorders reveals 

distinct patterns of seasonality, with a marked increase in  

cases during the monsoon season, where approximately  

40.90% of cases are reported. This trend is closely followed  

by the summer season, accounting for 24.24% of instances. 

Furthermore, studies show that male dogs exhib it a h igher 

susceptibility to skin  diseases compared to their female 

counterparts. These findings highlight the pressing need for 

effective diagnostic tools to address the challenges faced by 

veterinarians in identifying and treating these conditions. 

The application of machine learning and deep learning  

techniques in veterinary medicine has garnered significant 

attention. A noteworthy study conducted in 2022 focused on 

developing an artificial intelligence model to classify three 

prevalent dog skin diseases: bacterial dermatosis, fungal 

infection, and hypersensitivity allergic dermatosis. 

The study utilized both normal and mult ispectral images, 

aiming to improve diagnostic efficiency while reducing time 

and costs. Employing four CNN architectures— 

InceptionNet, ResNet, DenseNet, and MobileNet—the 

researchers created a consensus model that achieved 

accuracies of 0.89, 0.87, and 0.82 for the respective diseases. 

This approach demonstrated that the consensus models 

outperformed single models, thereby highlighting the 

effective use of deep learning techniques in enhancing 

veterinary diagnostics. 

In addition to trad itional diagnostic methods, researchers 

have exp lored the development of mobile applicat ions to 

address the challenges faced by veterinary clinics in  

diagnosing skin conditions that exh ibit  similar symptoms. A  

2022 study aimed to create a mobile application leverag ing 

Convolutional Neural Networks (CNN) for image 

processing. Users could upload images of their pets, enabling 

the application to identify various skin diseases with h igh 

accuracy and classify their degree of severity. Notably, this 

system included an AI chatbot utilizing Natural Language 

Processing (NLP) to provide dog owners with essential 

information about skin diseases and address their queries. 



    ISSN (Online) 2394-2320 

International Journal of Engineering Research in Computer Science and Engineering  

(IJERCSE) 

Vol 12, Issue 03, March 2025 

 

85 

The research emphasized the importance of early detection 

and treatment to prevent the transmission of skin d iseases 

from dogs to their owners, illustrating the potential for 

technology to enhance pet care. 

The increasing development of mobile applications 

reflects a growing awareness of the challenges faced by pet 

owners and veterinarians, particularly in rural areas or 

overcrowded clin ics. Many pet owners struggle to access 

timely veterinary care, leading to delays in diagnosis and 

treatment. 

Further research has focused on the development of 

custom Convolutional Neural Network (CNN) models 

specifically designed for detecting five common canine skin 

diseases: pyoderma, leprosy, flea allergy, earmites, and 

ringworm. This approach addresses the limitations of 

existing models that often classify diseases into broader 

categories, potentially overlooking specific conditions. The 

researchers utilized a dataset comprising 5,000 images and 

implemented various data augmentation techniques to 

enhance model performance. The proposed CNN model 

achieved an impressive accuracy of 89.7% during testing, 

underscoring the importance of early detection of skin  

diseases in dogs. Given that many conditions can affect both 

canine and human health, th is research highlights the critical 

need for precise diagnostic tools in veterinary medicine. 

A significant challenge faced by veterinary clin ics is  

managing the increasing volume of an imal patients. This 

surge often leads to delays in diagnosing skin diseases, 

negatively impacting the health and behavior of affected 

dogs. To address this issue, one study proposed an 

application that allows for rapid pre -examination and 

diagnosis of twelve common skin diseases in dogs using 

image processing techniques. 

The incorporation of Graphics Processing Units (GPUs) 

further enhances the efficiency of the system by accelerat ing 

training t imes compared to trad itional CPU-based models. 

This innovative application aims to assist both veterinary 

clin ics and volunteers in animal shelters by providing quick, 

reliable diagnostics while also maintaining comprehensive 

records of diagnosed conditions. By streamlin ing the 

diagnostic process, this application contributes to improving 

the overall quality of veterinary care. 

Moreover, further research is necessary to evaluate the 

long- term effect iveness and user satisfaction of mobile 

applications in real-world veterinary settings Future research 

should also exp lore the potential of combining different 

machine learn ing approaches, such as reinforcement learn ing 

and transfer learn ing, to improve model performance. By  

continuously refining  these algorithms and incorporating user 

feedback, researchers can develop more effect ive diagnostic 

tools that not only enhance veterinary practice but also 

improve the health outcomes of canine patients. 

Collaboration between veterinary professionals, data 

scientists, and pet owners will be crucial in advancing this 

field and ensuring that technological innovations translate 

into meaningful improvements in canine healthcare. 

 
Fig. 2. 

 
Fig. 3 

 
Fig. 4. 

III. PROPOSED WORK 

The primary objective of th is study is to develop an 

efficient AI-based model to classify various dog skin 

diseases, including bacterial dermatosis, fungal infections, 

hypersensitivity allerg ic dermatosis, viral d iseases, tumors, 

and growths. By utilizing convolutional neural network 

(CNN) architectures, the aim is to enhance the diagnostic 

capabilit ies for dog skin diseases while reducing the 
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computational complexity associated with existing models. 

Unlike previous studies that incorporated mult ispectral 

images, this project focuses on using normal images only, 

which simplifies the overall model and reduces 

computational demands without compromising accuracy. 

The project aims to improve classificat ion accuracy across a 

wider range of skin conditions, offering a balanced and 

efficient solution for veterinary diagnostics. 

A. Algorithms Involved 

The model employs multip le CNN architectures, known 

for their ability to capture complex patterns in image data. 

The four primary CNN architectures used are: 

Inception Net: This architecture is renowned for its ability  

to process images at multiple scales, capturing various 

features efficiently. Inception modules allow the model to 

combine different convolutional filters, enabling it to learn  

rich representations from the input data. This capability is 

particularly beneficial for identifying complex patterns 

inherent in skin diseases. 

B. Actual Process 

1. Data Collection:  

The foundation of any machine learning model lies in the 

quality and diversity of the dataset. For this project, a  

comprehensive dataset of normal images depicting various 

dog skin conditions will be compiled. The dataset will 

encompass images representing bacterial dermatosis, fungal 

infections, hypersensitivity allergic dermatosis, viral 

diseases, tumors, and growths. The decision to exclusively  

use normal images, as opposed to multispectral imaging, 

aims to simplify the model architecture while ensuring 

computational efficiency. Data will be sourced from 

veterinary clin ics, animal shelters, and publicly available 

databases, ensuring a representative sample of the canine 

population. 

2. Data Preprocessing  

Data preprocessing is a critical step that enhances the 

model’s ability to generalize well to unseen data. The images 

will undergo the following preprocessing steps: 

Resizing: All images will be resized to a consistent 

dimension to ensure uniformity across the dataset. 

Normalization: Pixel values will be normalized to a range 

of 0 to 1, facilitating better convergence during training. 

Data Augmentation: To enhance the diversity of the 

training dataset and reduce overfitting, various augmentation 

techniques will be applied, including random rotations, flips, 

and brightness adjustments. This step will simulate variations 

in real-world scenarios, enabling the model to learn robust 

features. 

After preprocessing, the dataset will be split into training, 

validation, and test sets. The training set will be used to train 

the models, the validation set will aid in tuning 

hyperparameters, and the test set will evaluate the model's 

performance. 

3. Model Training 

The core of the proposed work involves training the selected 

CNN architectures on the prepared dataset. Each model will 

independently learn to identify distinctive features 

associated with the different skin diseases. The training 

process will involve: 

Hyperparameter Tuning: Key hyperparameters, such as 

learning rate, batch size, and optimizat ion techniques, will be 

met iculously fine-tuned to maximize accuracy. Techniques 

like grid search or random search may be employed to 

identify the optimal hyperparameters for each model. 

Training Protocol: Each CNN model will be trained  

using a portion of the dataset over multip le epochs, with 

performance monitored through the validation set to avoid 

overfitting. Early stopping techniques may be implemented 

to halt training when performance on the validation set no 

longer improves. 

4. Performance Evaluation 

To assess the effectiveness of the models, a  comprehensive 

performance evaluation will be conducted using unseen test 

data. The following metrics will be employed: 

Accuracy: The overall p roportion of correctly classified  

instances among the total instances. 

Precision: The ratio of true positive predictions to the total 

positive predictions, reflecting the model's ability to avoid 

false positives. 

Recall: The ratio of true positive predictions to the total 

actual positives, indicating the model's ability to capture all 

relevant instances. 

F1-Score: The harmonic mean of precision and recall, 

providing a balance between the two metrics, particularly  

useful in scenarios with class imbalance. 

5. Cross-Entropy Loss Function 

Since th is is a  multi-class classification  problem, the 

categorical cross-entropy loss is a suitable choice. This loss  

function measures the performance of the classification  

model. 

 
This formula calcu lates the loss by comparing the 

predicted probability distribution to the true labels, with N 

representing the number of classes. A lower cross -entropy 

loss indicates that the model's predictions are close to the true 

labels, which is essential for accurate classification. 

6. Accuracy 

Accuracy measures the proportion of correctly classified  

instances out of the total instances, providing a simple 

performance metric. It’s defined as: 
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7. Precision and Recall 

For specific skin disease categories (e.g., bacterial, fungal, 

etc.), p recision and recall help evaluate model performance in  

handling true positives and false positives. Precision and 

recall are defined as: 

 

8. F1 Score 

The F1 Score combines precision and recall to g ive a 

balanced measure of a model’s accuracy, especially  in  cases 

where there is an uneven class distribution. It’s defined as: 

 

Results and Optimization : Based on the evaluation 

metrics obtained, the model will undergo further 

optimization to enhance diagnostic performance. This phase 

will focus on achieving higher accuracy than previous studies 

while maintaining simplicity by avoiding the use of 

multispectral images. Potential optimization strategies may 

include: 

Fine-Tuning of Models: Utilizing transfer learning  

techniques to adapt pre-trained models on larger datasets, 

enhancing feature extraction capabilities. 

Hyperparameter Reassessment: Conducting additional 

tuning based on initial results to refine model performance 

further. 

Ensemble Methods: Exploring additional ensemble 

techniques to combine mult iple models beyond the initial 

consensus approach. 

By implementing these strategies, the project aims to 

achieve a robust, high-accuracy model capable of efficiently  

classifying a wide range of dog skin diseases. 

 

 
Fig. 5 

 
Fig. 6 

 
Fig. 7 

 
Fig. 8 

IV. CONCLUSION 

In our p roject on dog skin d isease classificat ion, we 

successfully designed and implemented advanced deep 

learning models to distinguish betweenvarious 

dermatological condit ions, including bacterial infections, 

fungal infections, hypersensitivity allerg ic dermatitis, and 

healthy skin. By leveraging state-of-the-art convolutional 

neural network (CNN) arch itectures, our goal was to enhance 

diagnostic precision and improve the practical usability of 

our model in veterinary applications. 

Validation results demonstrated that the DenseNet and 

ResNet architectures performed  optimally in classifying 

bacterial and fungal in fections, respectively. This highlights 

their effectiveness in capturing intricate patterns associated 

with d ifferent skin conditions, enabling more accurate 
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diagnostics. Unlike previous studies that primarily focused 

on a limited number of diseases, our model extends its 

classification capabilities to include viral infections and 

tumor-like growths. This enhancement is particularly  

valuable as it equips veterinarians with a broader diagnostic 

tool, facilitating the identification of a wider range of skin  

conditions using normal images. By  eliminating the need for 

multispectral imaging, we streamlined the model’s 

complexity, reducing computational overhead while 

maintaining high classification accuracy. 

Despite the strengths of our normal image-based approach, 

we observed certain biases in the results, prompting further 

refinement to  enhance accuracy and reliability. To mit igate 

this, we implemented a rigorous fine-tuning process, 

optimizing model parameters and configurations to improve 

performance across all skin  disease categories. The final 

model integrates these refinements, resulting in a more 

balanced and robust classification system. Notably, it  

exhibits superior effectiveness in identifying viral infections 

and tumors—conditions that are often challenging to 

diagnose but crucial for canine health. 

Beyond classificat ion accuracy, our work aims to support 

veterinarians in making timely and effective treatment 

decisions. Early detection of skin d isorders is essential for 

preventing complications and ensuring overall canine well- 

being. The simplicity of our model, which relies on normal 

images, enhances its accessibility for deployment in diverse 

veterinary settings, including resource-limited environments. 

In conclusion, our project not only contributes to 

advancements in canine dermatology but also addresses key 

challenges faced by veterinary professionals in diagnosing 

skin diseases. By utilizing deep learning techniques and 

focusing on normal image classificat ion, we have developed 

an efficient and reliable model that strengthens diagnostic 

capabilit ies in veterinary medicine. Future efforts will focus 

on expanding the dataset and incorporating a broader range of 

skin conditions, further refin ing the model to enhance its 

effectiveness in real-world applications. 
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